
Introduction

Despite their many benefits, the widespread use of
chemicals in our society is a serious threat to
health and the environment. Given that high val-
ues are at stake, the prevailing knowledge gaps
have led chemical regulation to adopt a cautious
risk management approach (1). Cautiousness is,
among other things, implemented in the treatment
of knowledge-based uncertainty in hazard or risk
assessments. In order to speed up the process of
chemical regulation, and save resources and
reduce animal testing, the EU Registration, Eval -
uation, Authorisation and Restriction of Chemicals
(REACH) system allows the use of non-in vivo test-
ing (i.e. in vitro or in silico-derived) information to
support chemical safety assessments (2). The basis
for knowledge goes from strong to weaker when in
vivo experimental data are replaced by non-in vivo
testing information (Appendix 1, Figure A1.1). The
use of non-in vivo testing information is con-
strained by a lack of knowledge of the extent to
which ‘weaker’ data are acceptable as a base (or for
informing) risk management decisions. The added
uncertainty that stems from the use of non-in vivo
testing information, instead of in vivo-derived
information, should be characterised in order to
compensate for the lower strength of the informa-

tion and to evaluate the confidence in the resulting
decision support. Thus, the characterisation of
uncertainty in non-in vivo testing information
offers a way of promoting and facilitating the inte-
gration of non-in vivo testing methods in chemical
regulation.

Quantitative structure–activity relationships
(QSARs) produce non-in vivo testing information
through the use of analogy predictions. A QSAR is
quantitative, which means that it uses mathemat-
ical models, or algorithms, to make predictions.
QSARs are some of the non-in vivo testing methods
currently used in chemical regulation (3). QSAR
predictions are commonly reported as a point esti-
mate (4), but the added uncertainty compared to in
vivo testing information is rarely given a full char-
acterisation in hazard and risk assessment. For
example, de Roode et al. (5) showed that it is com-
mon practice to apply QSARs to chemicals for
which the model is not reliable, leading to low
accuracy in the QSAR predictions. The application
of QSARs in risk assessment raises the need to
consider uncertainty in predictions in relation to
the intended use of the QSAR (6). 

A prerequisite for a successful consideration of
uncertainty is to understand what is meant by a
QSAR prediction and its uncertainty. QSARs can
roughly be divided into two kinds of predictions:
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classifications and regressions (7). A classification
places a compound in one of at least two categories,
such as biodegradable or not biodegradable.
Uncertainty assessments for classifications can be
based on contingency table statistics (8), and a
Bayesian framework is used to assess the proba-
bility of making a correct classification, given
descriptor values (7). In QSAR terminology, a
‘regression’ means modelling a continuous
response, such as the boiling point. The assess-
ment of uncertainty in QSAR regressions is ham-
pered by the prevailing point prediction view on
QSAR predictions. Assessment is further compli-
cated, given the wide array of modelling
approaches that, more or less, model uncertainty
in predictions (9). As a start, there is a need for a
common understanding of uncertainty and its
assessment, along with a broad perspective on
modelling algorithms. 

The aim of this paper is to provide an overview
of the assessment of uncertainty in predictions
from QSAR regressions. The paper is structured to
let the reader reflect on the meaning of a QSAR
prediction, and its associated uncertainty, in a con-
ceptual framework for its characterisation. The
focus here is on the assessment of uncertainty,
given the way that QSAR modelling commonly
considers available in vivo experimental data —
i.e. as experimentally-based point estimates. Even
though it is relevant, the uncertainty that comes
from both variability and measurement errors in
in vivo experimental data cannot be quantitatively
assessed, unless it is modelled and recognised in
the QSAR data (see, for example, Tebby and
Mombelli [10]). Furthermore, the focus on quanti-
tative approaches, algorithms and metrics does not
reduce the need for a validation of the reliability of
QSAR predictions that is based on the knowledge
of chemicals and their interactions with the envi-
ronment and organisms, and is essential for a suc-
cessful implementation of QSARs in chemical
regulation. We end the discussion by looking at the
current requirements for reporting uncertainty in
QSAR predictions under the REACH system.

What is a QSAR Prediction?

A structure–activity relationship (SAR) is a non-in
vivo testing method of predicting a chemical activ-
ity, or property, based on analogy reasoning, by
saying that there is a correlation between a chem-
ical’s structure, its physical or chemical properties,
and a measured biological activity (7, 11). A SAR is
quantitative (i.e. is a QSAR), when there is a model
to relate quantitative descriptors of chemical
structure (X) to a quantitative measure of a prop-
erty or activity (Y; 12). Models for QSARs can
roughly be divided into parametric and non-para-
metric. A parametric model is defined by a mathe-

matical equation. For example, a linear regression
predicting Y conditioned to the value(s) on descrip-
tor(s) X can be defined as:

Y|X = β0 + β1X [Equation 1]

where β0 and β1 are parameters. A non-parametric
model can be a prediction rule to arrive at Y|X. 

These approaches have their strengths and weak-
nesses. Parametric models can be easier to interpret
mechanistically, while non-parametric models are
less constrained and may be better for extracting
signals from QSAR data (13). The wide array of
approaches for the use of parametric and non-para-
metric models in QSAR modelling exemplifies super-
vised learning algorithms. Supervised learning uses
data on items for which response Y is known, to
train an algorithm to predict items for which the
response is unknown (14). A non-parametric model,
such as nearest neighbour averaging, is trained to
find an optimal way of defining what the nearest
neighbours are. Training also occurs when fitting, or
updating, a parametric model. The linear regression
coefficients in Equation 1 are commonly specified on
the basis of a QSAR data set. For example, an
Ordinary Least Squares (OLS) regression is fitted by
minimising the average squared difference
between an observation and the model value (e.g.
Montgomery et al. [15]). With the aim of facilitating
the integration of QSARs in decision-making, and
the treatment of uncertainty, we propose a concep-
tual framework to define a QSAR prediction from a
statistical perspective, in which we suggest viewing
QSARs as derived by supervised learning algo-
rithms (Table 1, ID 1–8). Note that possible consen-
sus modelling is to be seen as part of the supervised
learning algorithm. 

Let us assume that Z denotes an unobserved
response, and z the future value of Z once it has
been observed; the error is the difference between
the unobserved value z and the prediction of Z.
Predictions are made for different reasons, which
affect the information that is needed on the error.
Consider the purpose of validating a model. The
data on compounds not included in the training
data set can be used for the external validation of
a supervised learning algorithm. This means
applying the model to predict compounds from a
selected external data set, in order to derive per-
formance measures based on a comparison of
external predictions and known values. Depending
on the choice of the performance measure, it may
be enough to know only the values of Z and z. We
refer to that as a QSAR prediction “without
uncertainty” (Table 1, ID 9–13). 

When the purpose is to apply the model for the
prediction of a specific query compound to inform
decision-making, more characteristics of the error
Z – z are needed. In this case, a QSAR prediction is
derived from a supervised learning algorithm that,
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in addition to the QSAR model (Table 1, ID 3), also
includes an approach to assessing uncertainty
(Table 1, ID 14), resulting in a QSAR prediction
“with uncertainty” (Table 1, ID 15). Uncertainty is
context-specific, and the next section will discuss
the characteristics of uncertainty that are useful to
support the integration of QSARs into chemical
safety assessment under the REACH system. 

What is Meant by Uncertainty in a
Prediction?  

Context

The meaning of QSAR uncertainty needs to be
understood in relation to risk assessment in prac-
tice. Risk assessment is a science-based approach,
but nevertheless, the characterisation of uncer-
tainty rests upon assumptions and decisions taken
by the risk assessor. In general, one can view
uncertainty in a risk assessment as a reflection of
the risk assessor’s uncertainty in predicted quanti-
ties to express risk, given the available background

knowledge (16). Thus, uncertainty, in the context
of risk assessment, should be seen as a subjective
judgement that can change when new data, models
or expert knowledge add relevant information to
the background knowledge. In order to tally the
interpretation of uncertainties in input with that
of the output in an assessment, the final interpre-
tation of uncertainty in input parameters sup-
ported by QSAR predictions is an expression of the
risk assessor’s uncertainty in the value of that
parameter, which can more-or-less be taken
directly from the predictive inference of a QSAR
(17). However, even though uncertainty with the
purpose of supporting risk assessment should be
assessed to reflect the risk assessor’s uncertainty
in a QSAR prediction, its assessment can more-or-
less be based on data and probabilistic modelling,
and is not constrained by the QSAR algorithm.
Even though uncertainty is subjective, there is a
need for unambiguous algorithms for its assess-
ment, in order to inform and support the final
choice in its characterisation.

Uncertainty in QSAR predictions is a major con-
cern, especially when these predictions could influ-
ence human and animal lives, as well as the safety
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Table 1: A framework for the definition of a QSAR prediction

ID Description Notation

1 Quantitative descriptor(s) X a

2 Quantitative measure of a property or activity Y
3 QSAR Y | X b

4 Known values of Y y
5 Specific values for the ith compound {y,X}i
6 QSAR data is a set of n compounds for which the quantitative property or activity is known {y,X}i = 1:n

7 Supervised learning algorithm A
8 QSAR model is a supervised learning algorithm and QSAR data Y | X, {y,X}i = 1:n, A
9 Property or activity of query compound Z
10 Known values of Z z
11 Quantitative descriptor(s) of query compound W a

12 QSAR external data is a set of nExt compounds with known values but not used to train {z,W}j = 1:nExt
the model

13 QSAR prediction without uncertainty is a supervised learning algorithm, QSAR Z | W, {y,X}i = 1:n, A
data and descriptors for the query compound

14 Algorithm to assess uncertainty U
15 QSAR prediction with uncertainty is a supervised learning algorithm that includes a) Z | W, {y,X}i = 1:n, AU 

the assessment of uncertainty, QSAR data (sometimes including external QSAR data) or
and descriptors for the query compound b) Z | W, {y,X}i = 1:n,

{z,W}j = 1:nExt , AU

aWe assume that the values of X and W are always known.
bThe symbol ‘|’ stands for ‘given’.
Depending on the purpose of the prediction, the framework for the definition of a QSAR prediction can be with or
without uncertainty.



of environmental systems. Approaches to the
assessment of uncertainty must therefore be as
correct as possible, which poses a need to evaluate
the quality of assessments of uncertainty, of which
transparency, repeatability and rationale are rele-
vant characteristics. We seek useful guidance for
the characterisation of uncertainty in a QSAR pre-
diction, in terms of its definition, characterisation,
assessment and evaluation, with the purpose of
supporting decision-making (Appendix 1, Table
A1.1). 

Chemical safety assessment asks for knowledge-
based uncertainty in QSAR prediction in relation
to information requirements and uncertainty
analysis. The information must fulfil several
requirements, before it can support a chemical
safety assessment (18). In particular, to make sure
that a reliable prediction is obtained, the European
Chemicals Agency (ECHA) requires that the valid-
ity of the selected QSAR has been assessed, and
requires verification that the chemical to be evalu-
ated falls within the QSAR’s applicability domain
(12). The latter requirement is a qualitative char-
acterisation of uncertainty (which we refer to as
predictive reliability), and is related to the use of a
QSAR for the prediction of a specific chemical. 

Uncertainty analysis is conducted to evaluate
the need to refine an assessment, and to inform the
risk assessor of the magnitude of the risk.
Uncertainty can be analysed in three tiers, with
increasing precision of the quantification of uncer-
tainty — from deterministic, worst (plausible
case), to probabilistic. Probabilistic means that
uncertainty is given a full characterisation by spec-
ifying and quantifying, through probabilities, the
likelihoods of all possible values for an input
parameter. Uncertainty analysis distinguishes
between parameter uncertainty, model uncer-
tainty and scenario uncertainty (19). Out of these
three, uncertainty in a QSAR prediction is most
closely associated with parameter uncertainty,
which according to the ECHA “is the uncertainty
involved in the specification of numerical values”.
Parameter uncertainties include measurement
errors, sample uncertainty, selection of the data
used for assessing the risk, and extrapolation
uncertainty, which can be a consequence of “the
use of alternative methods (e.g. a QSAR model, an
in vitro test, or read-across for similar substances)
or the use of assessment factors (e.g. inter-species,
intra-species, acute to chronic, route to route, lab
to field extrapolation)”. The need to quantify
uncertainty in QSAR predictions by probabilities
was pointed out by Walker et al. (20), by suggest-
ing “that errors need to be evaluated when apply-
ing QSARs by providing confidence intervals that
take into consideration the uncertainty associated
with the estimate”, and we note that a confidence
interval presumes an underlying probability
distribution. 

The need to characterise uncertainty in a QSAR
prediction is both qualitative, by expressing our
confidence in the use of a prediction to support
decision-making, and quantitative, by believing in
the values that the predicted property or activity
may take after observation (9). Qualitative uncer-
tainty is related to the reliability in individual pre-
dictions, and we refer to this as ‘predictive
reliability’ to avoid confusion with ‘reliability’ in a
more general context (Appendix 1, Table A1.1).
Quantitative uncertainty is associated with the
predictive error, which is a measure that describes
the distance between a point prediction and the
actual value, and may change from compound to
compound. Both predictive reliability and predic-
tive error are sensitive to the degree to which a
prediction is an extrapolation from a model. 

The following two examples are provided to aid
the discussion of the two types of uncertainties.

Example 1

The first example is that of a QSAR for the predic-
tion of aquatic toxicity (log EC50 [48 hours] for
Chydorus sphaericus), based on the fluorinated car-
bon chain length (nC) for perfluorinated carbons
(PFCs). The QSAR training data is taken from Ding
et al. (4), and contains seven PFCs with the follow-
ing carbon chain lengths: 3, 4, 7, 8, 9, 10 and 11. This
is a typical small QSAR data set that poses chal-
lenges to the quantitative assessment of uncer-
tainty. Due to the limited QSAR data, the model has
not gone through any external validation.
Nevertheless, predictions may be supported by the
clear mechanistic understanding associated with
this QSAR. Ding et al. (4) fitted a QSAR by OLS
regression, and provided predictions without uncer-
tainty (Table 1, ID 13). QSAR predictions with
uncertainty (Table 1, ID 15) were modelled by
Bayesian linear regression (Figure 1a). Predictive
reliability was evaluated by considering the range of
descriptor values, and by comparing hat values,
which are located on the diagonal of the information
matrix, to a cut-off of three times the average hat
value (Figure 1b). 

Example 2

The second example consists of QSAR predictions
for aquatic toxicity to fish (LC50 [96 hours] for
Onchorhynchus mykiss) for triazoles and benzotria-
zoles, by using descriptors generated by DRAGON
6.0. This example is representative of a case where
the number of descriptors is large, which has led to
the great variety of QSAR algorithms for finding the
best combination of descriptors for predictions and
techniques to evaluate the degree of extrapolation.
In this example, a multivariate analysis by Partial
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Least Squares regression was used to reduce a high
dimensional descriptor space to a few latent vari-
ables for capturing the most relevant variation
within chemical structures. Predictions with uncer-
tainty were then generated by Bayesian modelling
on the latent variables by Markov Chain Monte
Carlo (MCMC) sampling of a Bayesian Lasso (21). A
MCMC sample of the predictive distribution
(Appendix 1, Figure A1.2a) can be generated by a
short script in open access software, such as R (22),
that can be attached to the reporting of a QSAR.
Predictions with uncertainty and predictive reliabil-
ity were generated for training and test data sets
(Figure 2).

Qualitative Uncertainty: Predictive
Reliability  

Definition

Predictive reliability is a judgement of the strength
of the non-in vivo testing information, which
depends on the general reliability of a QSAR, and
whether the QSAR is suitable for predicting the
compound in question. Predictive reliability is com-
monly evaluated on the basis of validation of the
QSAR model and the extent to which an individual
prediction is an extrapolation from the QSAR.
Before being considered in risk assessment, the
acceptance of a QSAR should have been verified
according to the so-called OECD principles (23),

which, for example, ask for measures of predictivity,
goodness-of-fit and robustness (7, 24). To aid this
judgement, various measures can be combined into
an index that includes crucial factors in relation to
the intended application (25). Only QSARs with an
approved QSAR Model Reporting Format (QMRF;
26) are accepted for use in the REACH system, and
we refer to more details in the QMRF on how to
validate a QSAR.

Given an acceptable QSAR, the qualitative
uncertainty that needs to be characterised is the
extent to which a QSAR is an extrapolation. The
reliability in an individual prediction is evaluated
in relation to the chemical domain over which a
QSAR has been built. This domain is defined by
molecular descriptors, structural fragments (e.g.
chemicals fragments that are not represented in
the QSAR training data set), the domain defined
by mechanisms such as mode-of-actions associated
with the QSAR, and, if relevant, metabolic
domains (18). The extent to which a specific QSAR
is applicable to predict a specific compound is
judged according to several criteria. Below, we
refer to the establishment of a model’s so called
applicability domain based on measured similarity
between descriptor values only, which is to be used
in combination with other criteria to evaluate the
chemical domain. 

Characterisation and assessment

Predictive reliability can be assessed in several
ways, which are roughly divided into measures of

Figure 1: PFC QSAR predictions with uncertainty

= predictive mean; = 95% confidence region; = training data; = predictions.
The prediction in the PFC example is characterised by a) the predictive distribution and b) calculated hat values (i.e.
distances to the applicability domain) to evaluate predictive reliability. Three times the average hat value for the
training data set constitutes a possible cut-off for acceptable predictive reliability.
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extrapolation and measures of performance. The
former includes various metrics based on descrip-
tors for describing the similarity between a com-
pound and the QSAR training data set (27, 28).
The applicability domain is a region in chemical
domain determined by the training set and the
algorithm that is used. It is used to evaluate the
degree to which a compound is an extrapolation,
given that it is judged to be inside the chemical
domain based on other information. For example,
even though the QSARs in Example 1 are derived
for compounds representative of the chemical class
PFCs, there are some PFCs that become further
extrapolations compared to other PFCs. 

According to OECD principles, the applicability
domain must have been given a clear definition.
Metrics such as the distance or density of the appli-

cability domain are relative, and need to be com-
pared to a critical threshold, to judge whether the
predictive reliability is acceptable or not (see exam-
ple in Figures 1b and 2b). Where to position a cut-off
is a subjective judgement that allows the assessment
of predictive reliability to be adapted to its context. 

Performance measures include non-probabilistic
measures of predictive performance, such as the
standard deviation in ensemble predictions (29), or
sensitivities (30), and probabilistic measures of
predictive performance, such as the local coverage
(hit rates or empirical confidence levels). Standard
deviations in ensemble predictions, or sensitivities,
can point out the predictions that are expected to
be relatively more uncertain, without being a
measure of the magnitude of uncertainty related to
error. Such performance measures are useful, as

Figure 2: BTAZ QSAR predictions with uncertainty 

= 95% confidence interval; =training data; = test data; cdf = cumulative distribution function.
A prediction in the BTAZ example is characterised by a) its predictive distribution for training and test data sets,
and b) its predictive reliability either evaluated by the distance to the applicability domain (hat value) or the density
of the applicability domain seen by the empirical distribution (marked area) of hat values for the training data.  
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they not only capture the degree of extrapolation
(since predictions, in general, will be more uncer-
tain with increasing extrapolation), but may also
identify regions of the applicability domain that
are more uncertain compared to others. As a side-
effect, trying to explain why some predictions are
given with relatively high uncertainty can be use-
ful for the identification of important knowledge
gaps in the chemistry behind a QSAR.

Probabilistic measures of predictive performance
can be assessments of the confidence in the predic-
tion. In Bayesian statistics, confidence denoted by
1 – α is the probability that an interval covers the
true value, where α is the probability of the true
value falling outside the interval. Empirical esti-
mates of confidence, the (empirical) coverage, can
be assessed by counting the number of hits in a
data set, where each data point is associated with
an interval with the same level of confidence
(Figure 3). A measure of predictive performance is,
compared to a metric of the applicability domain,
more informative in judging predictive reliability,
but the latter is often used to assess the former.
For example, local coverage can be assessed by
dividing the applicability domain into regions
based on the distance from the centre of the appli-
cability domain. This was done by Tong et al. (31),
who assessed coverage for a given confidence level
over different regions of the applicability domain,
defined by extrapolation measured by the propor-
tion of items in the training data set that are fur-
ther away than the item to be predicted. Their
finding — that coverage was lowest for the most
extreme region of the applicability domain — is
intuitive, but difficult to put into practice. Good
empirical estimates of predictive performance in

the most extreme regions cannot be obtained,
since, by definition, there are fewer data points in
those regions. Predictive reliability aims to sup-
port a qualitative uncertainty that comes from an
extra polation. No matter how much we try, there
will always be a need for judgements to fully assess
predictive reliability. 

Evaluation

Many measures of predictive reliability are rela-
tive. A measure of predictive reliability can be
inferred from the model’s ability to describe what
it is supposed to describe, based on a correlation
between another measure of the applicability
domain, or on observations of errors in associated
predictions. Performance measures can be empiri-
cally evaluated by sampling or re-sampling. When
predictive reliability is judged to be unacceptably
low, an alternative is to use the QSAR prediction
in a weight-of-evidence (WoE) approach, where a
consensus prediction is reached after consideration
of all the available information, including that
from other non-in vivo testing methods (32). 

Quantitative Uncertainty: Predictive
Error

Definition and characterisation

Quantitative uncertainty is related to the error in
a prediction, which for a regression is the differ-

Figure 3: Empirical coverage

a) = training; = 1:1.
b) = training; = test;            = 1:1.
The coverage was evaluated for a) the training data set in the PFC example and b) the training and test data sets for
the BTAZ example.
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ence between Z – z, where Z has not been observed.
The aim is to quantify uncertainty in the error
associated with an individual prediction by a prob-
ability distribution that we believe reflects the val-
ues that the error in a prediction may take after
the property or activity has been observed. The
probability distribution for the predictive error is,
in this context, referred to as the predictive distri-
bution. 

Assessment

Approaches to assessing the predictive distribution
can be made under different statistical frame-
works, by using more or less data-intensive meth-
ods, with more or less specific probabilistic models
for uncertainty (Figure 4). Sampling theory
assesses the predictive error based on a represen-
tative sample. Such (frequentist) inference rests on
assumptions of independent and, for example,
identically distributed observations, in combina-
tion with a probabilistic assumption of characteris-
tics of uncertainty. Whenever there is doubt in any
of these assumptions, users of frequentist infer-
ence run into problems. The Bayesian paradigm

for inference assigns, instead of assuming, a prob-
abilistic model for observations, and assigns mod-
els for uncertainty in parameters (so-called
‘priors’). Bayesian inference uses Bayes’ rule to
update expert knowledge with information from
empirical observations. The result is a well-defined
probabilistic model of uncertainty. In case of doubt,
the caveat is the necessity to choose priors and
probabilistic models (likelihoods). For example,
there is no need to check an assumption of nor-
mality of errors (as in the frequentist case), as this
is assigned through expert judgement. 

A third approach is to assign a probability dis-
tribution for the predictive error, based on expert
judgement only. This can, for example, be based on
experience from in vivo testing, or based on combi-
nations of different sources of information.
Sampling theory and solid expert judgement can
be seen as extreme kinds of Bayesian inference.
Expert judgement of uncertainty can be seen as
Bayesian modelling of the error with no updating,
i.e. based on prior distribution only. The difference
between frequentist inference and Bayesian infer-
ence in parametric and non-hierarchical linear
regressions is usually negligible, given a large data
set or non-informative priors. Under a weak signal

Figure 4: Approaches for the assessment of the predictive distribution of a QSAR prediction 
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in the QSAR data, the differences between predic-
tive distributions generated by the Bayesian Lasso
and the Student-t distribution following frequen-
tist statistical inference from an OLS prediction
(e.g. Montgomery et al. [15]) in Figure A1.2
(Appendix 1), may be highly sensitive to the speci-
fication of informative priors. Note that the com-
parison between OLS and Bayesian inference is
made for a given set of descriptors. Perhaps the
largest difference between the two approaches lies
in the selection of descriptors. 

In order to assess the predictive distribution, a
probability model can be included in, or added to,
the supervised learning algorithm for the predic-
tion (Table 1, ID 14 and ID 15). There is a need to
acknowledge and discuss the conditions and suit-
ability of different approaches for including the
assessment of predictive distribution in the QSAR
algorithm. Some examples are described in
Appendix 4 in CADASTER Deliverable 4.2
“Guidance on using QSAR models for probabilistic
risk assessment” (available at www.cadaster.eu).

Evaluation

In the same way as a QSAR algorithm needs to be
verified, the algorithm for assessing the predictive
error from the predictive distribution needs to be
evaluated for a particular QSAR. Sampling and re-
sampling are data-rich methods, suitable when
there are many data points in the domain. As the
size of the samples becomes smaller, the need for
parametric specification of a QSAR model, includ-
ing the probabilistic model for uncertainty,
increases. Some modellers may feel uncomfortable
with adding prior information or making paramet-
ric specifications. It is therefore important that a
model is evaluated by, for example, comparing it to
a less constrained alternative. The burden of infor-
mation and resources for calculations should be in
relation to the required level of detail of the quan-
tified uncertainty (19, 33). Before suggesting a
resource-demanding and complex approach for the
assessment of uncertainty, it may be relevant to
evaluate it in relation to a simpler assessment. A
candidate for a rule of thumb, which can be read
out from information provided in the QMRF, is to
assign a Gaussian distribution with the point pre-
diction, and a reported value on mean square error
of prediction as its first and second moment (9). 

An algorithm that provides predictions with
uncertainty can be evaluated by looking for a one-
to-one correspondence between empirical coverage
for different levels of confidence and the assigned
confidence levels (see examples in Figure 3). There
are also relative methods based on likelihood-
based measures that can be used to make relative
comparisons between alternative algorithms (e.g.
Tetko et al. [29]), or as weights for the model aver-

aging of alternative predictions in consensus mod-
elling (34). 

Current requirements for reporting 
uncertainty in QSAR predictions

The communication of uncertainty may be assisted
by the use of formats for documentation of a QSAR
prediction that provide useful information to facil-
itate the assessment of uncertainty. Nowadays,
the documentation of a QSAR prediction is framed
by the QMRF (26) and the QSAR Prediction
Reporting Format (QPRF; 35). The QMRF is
designed to ensure that the QSAR to be integrated
in the chemical safety assessment under REACH
fulfils the OECD principles, which means that it
must have: a) a defined endpoint; b) an unambigu-
ous algorithm; c) a defined applicability domain; d)
appropriate measures of goodness-of-fit, robust-
ness and predictivity; and e) if possible, a
mechanistic interpretation. 

We asked whether the requirement for an unam-
biguous algorithm also includes the assessment of
predictive error, either as the predictive distribu-
tion or as a point estimate of the variance in the
predictive distribution. According to the current
version of the QPRF, it does not — a prediction as
a point value is enough. The document states:
“Report the predicted value (including units)
obtained from the application of the model to the
query chemical” (paragraph 3.2.d). The uncer-
tainty of the prediction should, “if possible, be com-
mented on, taking into account relevant
information (e.g. variability of the experimental
results)” (paragraph 3.4). According to the
required information on uncertainty, there is no
need to specifically address the added quantitative
uncertainty when going from in vivo testing to non-
in vivo testing information. Furthermore, the addi-
tion of the term “if possible” introduces a loose end
to this requirement. It might be that comments on
the uncertainty in a prediction would be more suc-
cessful when given with reference to a conceptual
framework of what uncertainty means, such as the
one provided in this paper.

Another question is the extent to which the limits
of the defined applicability domain in the QMRF
restrict the possibility of context-specific judgement
on the predictive reliability of a QSAR prediction.
According to the QPRF, they do not. It is sufficient to
discuss whether the query chemical falls within the
applicability domain of the model as defined in the
corresponding QMRF (paragraph 3.3.a). The QPRF
contains an optional fourth paragraph, where the
adequacy of a QSAR prediction is considered in rela-
tion to the regulatory context. Here, the regulatory
decision is allowed to frame the interpretation of the
results from the model, and both quantitative and
qualitative uncertainty can be reported. 
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We conclude that the current reporting formats,
including requirements for assessing and report-
ing qualitative uncertainty related to the extrapo-
lation and the applicability domain, are well
established, and there are possibilities for context-
specific subjective judgement for its characterisa-
tion. We did not find any mandatory requirement
for reporting quantitative uncertainty related to
the accuracy or error in the predictions. A possible
reason is that it is difficult to specify exactly what
to report, as the characterisation of uncertainty is
different between regressions and classifications,
and for qualitative, semi-quantitative and quanti-
tative models. The reporting of uncertainty
belongs to the prediction format, but it may be rel-
evant to report algorithms for assessing uncer-
tainty in the model format as well. Introducing a
requirement for the assessment of uncertainty
during later stages of the production of a QSAR
prediction, i.e. after the QMRF has been made,
may hinder risk assessment, since many fre-
quently used algorithms are adopted to generate
point predictions. Thus, introducing the need to
consider uncertainty in the final stage of the pro-
duction of a QSAR prediction may be problematic,
when the QSAR algorithm must be altered and
thereby the QRMF is no longer valid. The option is
to alter the QSAR (keeping the QSAR data fixed)
and use it in a WoE approach, which forces the
need to also consider other available information
as well. Another option is to build QSAR models
that predict with uncertainty (Table 1, ID 15), i.e.
that from the start include an unambiguous and
evaluated algorithm for the assessment of uncer-
tainty in predictions.

Conclusions

The integration of QSARs into probabilistic risk
assessment is possible, given proper assessments
of quantitative and qualitative uncertainties in a
QSAR prediction, referred to in this paper as pre-
dictive error and predictive reliability (Appendix
1, Table A1.1). Uncertainty in QSAR predictions
is context-dependent, and is closely linked to the
background knowledge in a risk assessment, since
we have the option of strengthening background
knowledge by further testing. Predictions must be
performed with care, and the use of different
bases for predictive inference must properly
acknowledge the limitations in QSAR data. Both
quantitative and qualitative uncertainties are
influenced by the extent to which a prediction is
an extrapolation for the chemical domain of a
QSAR. 

One aim within the CADASTER project has
been to provide guidance on the integration of
QSARs in hazard and risk assessment. Principles
and bases in the assessment of uncertainty in

QSAR predictions are often described and com-
municated for classification models (20). The
focus in CADASTER has therefore been toward
the development and evaluation of approaches for
assessing uncertainty in predictions from QSAR
regressions, i.e. models that predict a continuous
endpoint as opposed to a categorical endpoint.
The discussion here was aimed at reaching a com-
mon understanding and initiating a ‘model-free’
guidance for the assessment of uncertainty in
QSAR regressions (Table 1, Figure 4 and
Appendix 1, Figure A1.1). Adapting a Bayesian
interpretation of uncertainty in a QSAR predic-
tion conforms to the interpretation of uncertainty
in probabilistic risk assessment. The framework
provided to explain the meaning of uncertainty in
a QSAR prediction is based on the idea that a sep-
aration between predictive error and predictive
reliability makes it possible to both apply models
and to discuss their reliability in a constructive
way. We suggest that the integration of QSARs
into risk assessment would be facilitated if the
assessment of uncertainty was included in the
unambiguous modelling algorithm, as outlined in
the second OECD principle.
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Appendix 1

Figure A1.1: The use of non-in vivo testing information for risk assessment 

Non-in vivo testing information supports risk assessment with background knowledge of lower strength compared to
testing information. The influence of the added uncertainty in non-testing information on risk, and the need to obtain
testing information to support a risk assessment, can be evaluated by uncertainty and sensitivity analysis and
uncertainty in, for example, QSAR predictions quantified by probabilities.
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Table A1.1: The characterisation of uncertainty in a QSAR prediction

Uncertainty Predictive error Predictive reliability 

Definition Magnitude of the added error in a prediction Confidence in the use of a model for predicting a 
compared to experimentally based estimate. specific compound.

Characteristic Quantitative probability distribution. Qualitative judgement of confidence (e.g. high or low).

Assessment Probabilistic modelling of the error based on Confidence assessed by expert judgement (informed by 
sampling, re-sampling, or probability theory, relative measures such as density, distance and 
potentially in combination with expert variation in perturbed predictions) or empirical 
judgement. coverage.

Evaluation Empirical coverage for a chosen level of Difficult to evaluate a qualitative judgement per se. 
confidence or likelihoods for an external Alternative measures of predictive reliability can be 
data set (relative). evaluated for their abilities to capture a trend in 

predictive error or perceived lower reliability.
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Figure A1.2: Illustration of a BTAZ QSAR prediction 

BLR = Bayesian Linear Regression; cdf = cumulative distribution function.
a) A Markov Chain Monte Carlo (MCMC) sample of a triazole predicted by the BTAZ QSAR, and b) the resulting
predictive distribution which is compared to a predictive distribution based on an Ordinary Least Squares (OLS)
regression fitted to the same descriptors. The predictive distribution for the OLS is assessed by assuming errors to be
independent and identically distributed as Normal Distribution with fixed variance, which generates a predictive
distribution being a Student-t. 
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Figure A1.3: A comparison between Bayesian Linear regression and Ordinary Least Squares
regression 
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rely on different statistical principles and only BLR quantifies uncertainty. b) The performance of the uncertainty
assessment can be evaluated by relative comparison of alternative approaches, in this case, BLR is compared to OLS.
In this example, OLS results in relatively wider predictive distributions, while one could consider changing the kind
of probability distribution for the BLR. 
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Table A1.2: Further details on alternative approaches to assessment of the predictive
distribution

Bayesian analytical Result for Student-t

Bayesian sampling e.g. MCMC 

Sampling External data set

Re-sampling without replacement LOO

Re-sampling with replacement
Non-parametric bootstrap Modified residuals by using the empirical distribution of the residuals.
Parametric bootstrap Modified residuals assuming a Gaussian distribution.
Bayesian bootstrap Link to Bayesian sampling.
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